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--------------------------------------------------------ABSTRACT-------------------------------------------------------------- 
The ability to recognize abnormal behaviour is important for health monitoring systems in smart home. Taiwan 
will have at least 20 percent of the population over 65 by 2025.  Smart home is one of solution used to assist 
elderly live independently.  We designed a SVM-based learning model to classify activities of daily living and to 
analyze an individual’s daily routines and habits, typically for the elderly who live alone.  The temporal 
information and spatial sequences collected over time are used to generate pattern, which can be fitted to the 
training data and the fitted model can be used to make a prediction. One of the CASAS smart home datasets was 
used to train and to retest the algorithm.  A non-trained dataset was also used to validate the accuracy of the 
algorithm.  Abnormal behaviors can be detected by compared with individual’s daily activity pattern as baseline. 
Through detecting and distinguishing the abnormal behaviors of elder’s daily activities, it can provide 
assistances on elder’s independent living and improvement of aged quality of life.  
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I. INTRODUCTION 
There is great change for elderly to live alone for most of the time, especially during pandemic. In 

order to provide a safer environment for elderly, abnormal behaviors observed during activities of daily living 
are a good indicator that the person is more likely to have health and behavioral problems that need intervention 
and assistance [1].  Almost every country in the world is experiencing a growing and aging population. Societies 
in which those aged 65 years and older account for 7%, 14%, and 20% are referred to internationally as aging 
societies, aged societies, and super-aged societies respectively, as illustrated in Fig. 1. Taiwan became an aging 
society in 1993, became an aged society in 2018, and is projected to become a super-aged society in 2025 
according to the National Development Council. Population aging is not only happening in Taiwan, but also the 
phenomenon for most of the country in the world. In 2020, there are approximately 4.5 people of working age to 
support one elderly person [2]. 
 

 
Fig. 1. Speed of population aging in Taiwan. [2] 

 
Population aging raises numbers of public issues. One important issue is an increasing demand for 

medical services.  With universal health coverage, the government have to raise taxes to finance the extra public 
medical expense.  Smart home is one of the solutions to meet the diverse needs of the elderly and building an 
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aged society that is inclusive and self-dependent [2].  It offers the ability to track people’s activities without 
interfering in their daily life; and to track behaviors and monitor their health by using sensors embedded in their 
living spaces [3-4].  Tracking user behavior for abnormality detection is becoming a primary goal for some 
researchers [5].  Abnormal behavior detection approaches are based mainly on machine learning algorithms and 
specifically on supervised learning techniques [6]. Hung et al. [7] proposed a homecare sensory system that 
combines Support Vector Machine (SVM) and Hidden Markov model (HMM). They used RFID-based sensor 
networks to collect the elder’s daily activities to estimate whether the elder’s behavior is abnormal or not. In the 
work of Chua, Foo and Guesgen [8], they show the important of spatial and temporal information in interpreting 
human activity and how such information can be represented for activity recognition. The prediction by partial 
matching method is extended to capture spatio-temporal information by exploiting the repetitions from activity 
events. 

In this study, CASAS (Center of Advance System in Adaptive System) dataset was used. CASAS 
collected real data through a smart home environment located on the Washington state University Pullman 
campus.  Sensors embedded in the smart home generate readings while residents perform their daily routines. 
The sensor readings including date, time, sensor number, sensor status and activity are collected by a computer 
network and stored in a database that an intelligent agent uses to generate useful knowledge such as patterns, 
predictions, and trends.  The purpose of this study is to design a SVM-based learning model for activity 
recognition, especially for elderly, in Smart Home. 
 

II. MATERIAL AND METHOD 
SVMs (Support Vector Machines) are a useful technique for data classification method introduced in 

1992 by Boser, Guyon, and Vapnik [9]. Given a training set of instance-label pairs (𝑥𝑥𝑖𝑖 ,𝑦𝑦𝑖𝑖), 𝑖𝑖 = 1,2, … , 𝑙𝑙) where 
𝑥𝑥𝑖𝑖 ∈ 𝑅𝑅𝑛𝑛 and y ∈ {1,−1}𝑙𝑙, the SVM require the solution of the following optimization problem: 

min
𝑤𝑤,𝑏𝑏,𝜉𝜉

1
2
𝑤𝑤𝑇𝑇𝑤𝑤 + 𝐶𝐶�𝜉𝜉𝑖𝑖

𝑙𝑙

𝑖𝑖=1

 

subject to 𝑦𝑦𝑖𝑖(𝑤𝑤𝑇𝑇𝜙𝜙(𝑥𝑥𝑖𝑖) + 𝑏𝑏) ≥ 1 − 𝜉𝜉𝑖𝑖            (1) 
𝜉𝜉𝑖𝑖 ≥ 0 

 
the function𝜙𝜙(𝑥𝑥𝑖𝑖) maps the vectors 𝑥𝑥𝑖𝑖   into a higher dimensional space. Where 𝜉𝜉𝑖𝑖are slack variables that allow 
an example to be in the margin (also called a margin tolerance).  C > 0 is the penalty parameter of the error term. 
The C parameter sets the relative importance of maximizing the margin and minimizing the amount of slack. 
For greater values of C, a smaller margin will be accepted if the decision function is better at classifying all 
training points correctly, the less support vectors, the closer to the concept of hard-margin SVM, but easy to 
overfitting. A smaller C will encourage a larger margin, therefore a simpler decision function, at the cost of 
training accuracy, the more support vectors, the larger margin can be tolerated.  In other word, C works as a 
regularization parameter in the SVM. This formulation is called the soft-margin SVM. 

Furthermore, K�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = 𝜙𝜙(𝑥𝑥𝑖𝑖)𝑇𝑇𝜙𝜙(𝑥𝑥𝑗𝑗) is called the kernel function. The widely used kernel is the 
Radial Basis function (RBF) kernel defined by 

K�𝑥𝑥𝑖𝑖 , 𝑥𝑥𝑗𝑗� = exp�−𝛾𝛾 ∥ 𝑥𝑥𝑖𝑖 − 𝑥𝑥𝑗𝑗 ∥2�, 𝛾𝛾 > 0              (2) 
A small 𝛾𝛾 means a Gaussian with a large variance so the influence of 𝑥𝑥𝑗𝑗 is more, i.e. if 𝑥𝑥𝑗𝑗is a support vector, a 
small 𝛾𝛾 implies the class of this support vector will have influence on deciding the class of the vector 𝑥𝑥𝑖𝑖 even if 
the distance between them is large. If 𝛾𝛾 is large, then variance is small implying the support vector does not 
have wide-spread influence. Proper parameter setting in the kernels increases SVM classification accuracy. In 
this study, RBF kernel and Soft margin are the core concept of the algorithm written with C language and 
executed in Linux system. There are two parameters to be determined in the SVM model with the RBF kernel: 
C and 𝛾𝛾  . The 𝛾𝛾 parameter automatically defines the distance which a single training example can reach, with 
low values meaning ‘far’ and high values meaning ‘close’. Experiments are carried out to evaluate SVM 
performance through variations of the 𝛾𝛾  and C parameters. 

There are several data sets that can be used to evaluate activity recognition, even synthetic ones [10]. 
CASAS (Center of Advance System in Adaptive System) dataset was used in this study [11]. The CASAS data 
sets are the most popular ones, as they not only provide data from smart homes with single occupancy but also 
provide data from homes with multiple residents. We used the Aruba data set to evaluate our approach in the 
context of smart homes with one resident. The sensor events are generated from motion sensors (sensor IDs 
begin with "M"), door closure sensors (sensor IDs begin with "D"). Fig. 2 shows an example of activity events 
in a smart home. We separated the Aruba dataset into training and testing sets.  Each instance in the training set 
contains one target value (i.e. the class labels). Sensors are often deployed in the smart home to collect 
information about the inhabitant’s daily activities. 
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Fig. 2. CASAS Aruba dataset 

 
III. RESULT AND DISCUSSION 

In this study, the SVM-based algorithm was modified from the open source algorithm LIBSVM 
developed by Professor C. J. Lin [12]. LIBSVM, a library for Support Vector Machines (SVMs), has gained 
wide popularity in machine learning and many other areas. The Aruba data set contains 11 types of activities. 
We pre-processed the Aruba data set by computing the activity space for each type of activity recorded in the 
data set. The SVM-based learning model was trained with 325732 data to identity different daily activities 
which were classified in to 11 categories including Bed_to_Toilet, Eating, Enter_home, Housekeeping, 
leave_Home, Meal_Preparation, Relax, Respirate, Sleeping, Wash_Dishes and Work. And then, activity tags 
were removed from dataset (325732data) to test the trained SVM algorithm.  In this study, γ was set to 0.01 and 
C was set to 10 to perform the best classification of the algorithm.   Accuracy was around 90% compared with 
original dataset (with activity tags), as illustrated in Fig. 3.  In addition, a non-trained dataset (119216 data) were 
used to test the accuracy of the algorithm.  Fig. 4 indicates the 92% of accuracy with the non-trained dataset. 
The result confirmed the practicability of our SVM-RBF algorithm. 

 

 
Fig. 3. γ=0.01 and C =10, accuracy of original dataset. 
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Fig. 4. Accuracy with the non-trained dataset. 

 
Fig. 5 shows percentage of time spend and number of times motion sensors trigged for each activity in 

one day from the training dataset (Aruba 2010/11/10).  Among 11 daily activities, sleeping (48%) and relax 
(41%) were two activities accounted for large portion of time whereas leaving home and washing dishes were 
only accounted small percentage of time in one day. The time frame to perform each activity is different.  For 
example, the sleeping activity was longer to perform whereas wash_dish activity was shorter. Base on the 
infrared sensor as a motion detector, the number of times motion sensors triggered for each activity were 
counted. The more the individual moved the more data were collected.  

Sleeping activity represented 48% of time in one day, but only 18% of motion data were accounted for 
sleeping activity.  The percentage of time spend on Meal_preparation was only 5%, but 33% of motion data 
were accounted for this activity. There was a lot of movement involved in Meal_Preparation activity such as 
food preparation or carry a plate, therefore, more motion data were collected for this activity. On the other 
contrary, sleeping activity was often at resting mode, therefore, motion sensors were not triggered as often.  This 
information can help to monitor behavior changes over times.  If percentage of time on sleeping activity is 
reduced but the number of motion data is increased, it could be interpreted that the individual has difficulty 
sleeping or poor sleeping quality due to insomniac or physical condition. Recognising the abnormal behaviour is 
a challenging task, since they can be complex, irregular, and very substantially between instances. Therefore, we 
need simultaneous analysis of the time spend and number of sensors trigged. 
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Fig. 5.  Time spend (%) and number of times motion sensors trigged (%) for each activity in one day from 

the training dataset. 
 

We also analyzed the same individual’s daily activity for one week from March 1, 2011 (Tuesday) to 
March 7, 2011 (Monday).  Time pattern between 7 days was similar which could interpret the daily habit of the 
individual was regular and routine (Table I).  It can be divided in to two parts (Monday to Saturday vs Sunday).  
Compared to Sunday, Monday to Saturday had higher percentage on work, higher percentage on sleeping and 
less percentage on leave_home.  On Sunday, individual spend less time on sleeping (32%) but had higher 
percentage on leave_ home (4%).  The reason for less percentage of sleeping was very likely that individual had 
to get up early in order to go out.  Table II indicated the number of times motion sensors trigged for each 
activity for the same week. The average percentage of time spend on each activity for one week (2011/3/1 -
2011/3/7) in Fig. 6 is similar to the percentage of each activity on 2010/11/10 in Fig. 5. The Daily habit of the 
resident did not change much after 4 months from 2010/11/10. The characteristic of daily habit can be analyzed. 
It also indicates the feasibility of our algorithm. 

 
Table 1 Percentage of time for each activity for one week (%) 
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Table 2 The number of times motion sensors trigged for each activity for the same week (%) 

 
 

 
 Fig.6.  Time spend (%) and number of times motion sensors trigged (%) for each activity for one week. 

 
Fig7.  Distribution of daily activities for everyday. 
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Everyone’s daily habit is different.  Some people are used to go to bed early and some people are used 
to bed late. Fig 7. Shown when each activity occurred for every day.   For example, we can understand this 
individual wake up around 9, spend most of the time at home, and have the habit going to toilet during sleep.   
Data collected for a long period of time can provide a baseline for the analysis of abnormal behaviors. 

 
IV. CONCLUSIONS 

Based on the analysis from the SVM-based learning model, an individual’s habit of daily living 
activities can be drawn.  It can be used to monitor daily activity and to detect a significant change of daily habits 
which could indicate a problem. We could also detect abnormal behaviors by compared with the individual’s 
daily activity pattern as a baseline. These analyses provide important insights for healthcare provider.  As a next 
step, we will focus on immediately anormal behaviors detection and link the system to a medical alarm system. 
Healthcare providers will be notified as soon as an anomaly is detected. 
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