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------------------------------------------------------ABSTRACT------------------------------------------------ 
Privacy Preserving Data Mining (PPDM) has become a popular research area. How to balance between 

privacy protection and knowledge discovery in the sharing process is an important issue. This paper focuses on 

Privacy Preserving Utility Pattern Mining (PPUPM) and presents two algorithms, HUISA and DSICA, to 

achieve the goal of hiding sensitive itemsets so that the adversaries cannot mine them from the modified 

database. In addition, we reduce the impact on the sanitized database in the process of hiding sensitive itemsets. 

The experimental results show that HUISA achieves the lower miss costs than DSICA does on two synthetic 

datasets. In the other hand, DSICA generally has the smaller deviation between the actual databases and 
sanitized databases than HUISA. 
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I. INTRODUCTION 
The association rule mining is one of the most important techniques in data mining. It discovers all the 

itemsets which support values are greater than a given threshold. These methods are used for discovering 

interesting relations between variables in large databases. Based on the concept of strong rules Rakesh 

Agarwal et al. introduced association rule for discovering regularities between the products in large-scale 

transaction. There are lots of algorithms proposed for discovering the frequent itemsets in literatures.  The  

Apriori  algorithm   [1,  2,  13]   is considered as the most famous one. In order to measure how “useful” an 

itemset is in the database, utility Pattern mining is proposed [22]. It overcomes the limitations of association rule 

mining, which ignores the sale quantity and price (or profitability) among items in a transaction. 

 

On the other hand, Privacy Preserving Data Mining (PPDM) [20] becomes a popular research area in data 
mining in the past few years. In 1996, Cliftonetal. [5] analyzed that data mining can bring about threat against 

databases and addressed possible solutions to achieve privacy protection of data mining. In 2002, Rizvietal. 

discussed the privacy preserving mining of association rules[17,18]. However, to the best of our knowledge, 

there is less research contributions done in Privacy Preserving Utility Pattern Mining (PPUPM). Therefore, this 

study focuses on PPUPM and presents two novel algorithms, HUISA and DSICA, to achieve the goal of hiding 

sensitive itemsets so that the adversaries cannot mine them from the modified database. In addition, we reduce 

the impact on the sanitized database in the process of hiding sensitive itemsets. The rest of this paper is 

organized as follows. Sections 2 are reviewed related works.  Then, Section 3 proposes the HUISA and DSICA 

algorithms to improve the balance between privacy protection and knowledge discovery. Section 4 presents the 

experimental results and evaluates the performance of the proposed algorithms. Finally, section 5 presents the 

conclusions of our work. 

 

II. RELATED WORKS 
2.1. Utility Pattern Mining 

Utility pattern mining discovers all itemsets whose utility values are equal or greater than a user 

specified threshold in a transaction database. The challenge of utility pattern mining is in avoid the size of the 

candidate set and simplifying the computation for calculating the utility. Recently, Li et al. developed some 

efficient approaches, including the FSM, SuFSM, and DCG methods for share mining [8,9]. Under appropriate 

adjustments on item count and external utility of items, share mining is equivalent to utility pattern mining. In 

mean while, Liuetal.[12] also presented the Multi-Phase(MP)algorithm for discovering all high utility itemsets. 
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Table 1. An example of transaction database 

(a) Transaction Tables 

 

TID A B C D 

T1 3 2 15 4 

T2 0 6 3 5 

T3 7 0 4 2 

T4 1 7 0 3 

T5 6 9 5 2 

T6 7 2 8 1 

 

(b) External Utility Table 

 

ITEM PROFIT($) per unit 

A 3 

B 2 

C 5 

D 4 

 

Let I={i
1
,i

2
,…,i

k
} be a set of items, where m is the total number of items. Let DB={T

1
,T

2
,…,T

k
}, the task-

relevant database, be a set of transactions where each transaction Tq is a set of items, that is, Tq⊆I. A set of 

items is also referred as an itemset. An itemset that contains k-items is called a k-itemset. 

 

 The itemcount of item ik⊆Iin transaction Tq, c(ik,Tq), is the number of item ik purchased in transactionTq 

.For  example, c(A,T1)=3, c(B,T1)=20,andc(C,T1)=15,inTable1(a). 

 Each item  ik has an  associated  set  of transactions Tj={Tq∈DB|ik∈Tq}. 

 A k-itemset X={x
1
,x

2
,…,x

k
} is a subset of  I, where 1≤ k≤m. 

 Each   k-itemset X has an associated set of transactions T
X

={TqƐ DB|X⊆Tq}. 

 The utility of item ik ⊆I in transaction tq, u(ik, Tq) , is the quantitative measure of utility for item ik in 

transaction Tq. 

 

Utility Pattern mining is to find all the itemsets whose utility values are beyond a user specified threshold. 

An itemset X is a high utility itemset, if u(X) ≥ ε, ε is the ε is the minimum utility threshold. 

 

2.2.Privacy Preserving Mining on Association Rules 

The sanitizing algorithms for the privacy preserving mining on association rules can be divided into 

two categories :(1)Data-Sharing approach and (2) Pattern-Sharing  approach 

 

(1)Data-Sharing approach: The sanitization process acts on the data to remove or hide the group of restrictive 

association rules that contain sensitive knowledge. Among the algorithms of the data-sharing approach. They 

are classified the following sub-categories[18]. (a)Item Restriction-Based  [21],(b) Item Addition-Based[21], 

and  (c)Item Obfuscation-Based[19,20]. The external utility of item ik⊆I,eu(ik), is the value associated with 

itemik in the external utility table. This value reflects the importance of an  item,  which  is  independent of 

transactions. For example, in  Table1(b),the external utility of item A,eu(A), is 3. 

 

(2) Pattern-Sharing   approach:   the   sanitizing algorithm acts on the rules mined from a database instead 

of the data itself. Regarding pattern-sharing techniques, the only known approach that falls into this category 

was introduced in [21]. 

 

Rule avoid-Based: This approach blocks some inference channels to ensure that an adversary cannot reconstruct 

restrictive rules from the non-restrictive ones. In doing so, we can reduce the inference channels and minimize 
the side effect. 
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III. PROPOSED ALGORITHMS 
In this section, we present two algorithms for the privacy preserving utility mining:(1)Hiding Utility 

Itemset Algorithm (HUISA)and(2) Divergence Sensitive Itemsets Conflict Algorithm (DSICA).  

 

3.1. Hiding Utility Itemset Algorithm (HUISA) 

For each sensitive itemset, the sanitization process decreases the utility value of the sensitive itemset by 

modifying the quantity value of an item with the highest utility value in some transaction containing the sensitive 
itemset. The process repeats until the utility values of all sensitive itemsets are below the minimum utility 

threshold.  
 

AlgorithmHUISA 

Input: the original databaseD; the minimum utility threshold; the sensitive itemsets U={S1,S2,...,Si}. 

Output: the sanitized database D' so that Si cannot be mined. 

1For each sensitive itemset SiƐU 

2   d=u(Si)−ε 

3    While (d>0) { 

4        (ik,Tj)=argmax(i⊆si, sj⊆ T) (u(i,T)) 

5     d={d-u(ik, Tj), if u(ik, Tj)<d 

                     0              ,if u(ik, Tj)>d 

6     return sanitized database D’ 

7     End 

 

3.2. Divergence Sensitive Itemsets Conflict Algorithm (DSICA) 

To reduce the number of the modified items from the original database, DSICA selects an appropriate 
item which has the conflict among items in the sensitive itemsets. First calculate the Icount(U) and sort the ik in 

decreasing order. Second it finds the transaction Tj such can be mined. 

 

4. Experimental Results 

The experiment was conducted with Pentium IV 3.2GHzPC with 2GB memory on the Linux platform. 

All algorithms were implemented in C/C++.We have conducted the experiments to study the effect of the 

execution time of our proposed model and given in table 2. 

 

Table 2. Difference between D and D’ for Supplier Transaction Data set 

 

Min utility 3000 4000 5000 

HIUSA 0.45% 0.92% 1.34% 

DSICA 0.42% 0.86% 1.3% 

 

IV. CONCLUSION 
In our proposal, we present HIUSA and DSICA algorithms to reduce the issues on the original database 

for the Privacy Preserving Utility Pattern Mining. These algorithms are based on modifying the database 

transactions containing the sensitive itemsets so that the utility value can be reduced below the given threshold. 

There is no possible way to reconstruct the original database from the sanitized one. The experimental results 

show that HIUSA has the lower miss costs than DSICA does in two synthetic datasets. On the other hand, 

DSICA has the lower difference between the actual and sanitized databases than HIUSA. 
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