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--------------------------------------------------------ABSTRACT---------------------------------------------------------------- 

Forecasting is determining what is going to happen in the future by analysing what happened in the past and 

what is going on now. It relies on past and current data and analysis of trends. The most popular subfields of 

energy forecasting include - Load Forecasting, Electricity Price Forecasting, Wind power Forecasting, Solar 

Power Forecasting. Electricity Price Forecasting (EPF) is a branch of energy forecasting which focuses on 

predicting the spot and forward prices in wholesale electricity markets. Since early 1990s, the procedure of 

deregulation and the creation of competitive power markets have been reshaping. But power is a completely 

unique commodity, it is far economically non-storable and power system requires a constant balance among 

manufacturing and power intake. Due to the deregulation of retail electricity market, consumers can choose 

retail electric suppliers freely, and market entities are facing fierce competition because of the increasing 

number of new entrants. Under these circumstances, forecasting the changes in all market entities, when market 

share stabilized, is important for suppliers making marketing decisions. Over the past three decades, accurate 

modelling and forecasting of electricity prices has grown to be a key problem in competitive energy markets. 

Electricity demand forecasting is a significant and essential procedure for making plans periodical operations 

and facility growth inside the strength zone. This project presents an extensive review of the established 

approaches to electricity price forecasting. In these situations, one can use successfully a simple and fast 

method of analysis and forecasting, such as the method of Extreme Gradient Boosting (XGBoost). It summarizes 

the influencing factors of price behaviour and proposes an extended taxonomy of price forecasting methods. 
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I. Introduction: 
Under restructuring of electrical power industry, different contributors namely generation companies 

and consumers of energy want to meet in a market to determine on the electricity price. In the contemporary 

deregulated state of affairs, the forecasting of electricity and price has emerged as one of the most important 

studies fields in electrical engineering. Load forecasting of researches and academicians are engaged within the 

hobby of growing tools and algorithms for load and price forecasting. In actual electricity markets, price curve 

well known shows notably richer shape than load curve and has the following characteristics: high frequency, 

non-constant mean, and variance, more than one seasonality, calendar effect, excessive level of and high 

percentage of uncommon charge moves. These kinds of characteristics can be attributed to the subsequent 

motives, which distinguish electricity from other commodities: (i) non storable nature of electrical power, (ii) 

the requirement of maintaining constant stability between demand and supply, (iii) inelastic nature of demand 

for over quick term, and (iv) oligopolistic generation side uncertainties. Similarly, to those marketplace 

equilibrium is also influenced by way of both load and generation aspect uncertainties. Therefore, price 

forecasting equipment are important for all market members for their survival under new deregulated 

surroundings. Even correct load forecasts cannot guarantee profits and the market place threat because of 

trading is full size because intense volatility of energy prices. Frequently there is a time lag between awareness 

of an impending event or need and occurrence of that event. This lead time is the main reason for planning and 

forecasting. If the lead time is zero or very small, there is no need for planning. If the lead time is long, and the 

outcome of the final event is conditional on identifiable factors, planning can perform an important role. In such 

situations, forecasting is needed to determine when an event will occur or a need arise, so that appropriate 

actions can be taken. 

In management and administrative situations, the need for planning is great because the lead time for 

decision making ranges from several years (for the case of capital investments) to a few days or hours (for 

transportation or production schedules) to a few seconds (for telecommunication routing or electrical utility 

loading). Forecasting is an important aid in effective and efficient planning. The trend to be able to more 

accurately predict a wider variety of events, particularly those in the economic/business environment, will 
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continue to provide a better base from which to plan. Formal forecasting methods are the means by which this 

improvement is occurring. 

Regardless of these improvements, two important comments must be kept in view. The first is that 

successful forecasting is not always directly useful to managers and others. A second important point is the 

distinction between uncontrollable external events (originating with the national economy, governments, 

customers, and competitors) and controllable internal events (such as marketing or manufacturing decisions 

within the firm). The success of a company depends on both types of events, but forecasting applies directly to 

the former, while decision making applies directly to the decision-making latter. Planning is the link that 

integrates both. 

A wide variety of forecasting methods are available to management (see, for example, Makridakis and 

Wheelwright, 1989). These range from the most naive methods, such as use of the most recent observation as a 

forecast, to highly complex approaches such as neural nets and econometric systems of simultaneous equations. 

In addition, the widespread introduction of computers has led to readily available software for applying 

forecasting techniques. Complementing such software and hardware has been the availability of data describing 

the state of economic events (GNP, consumption, etc.) and natural phenomena (temperature, rainfall, etc.). 

These data in conjunction with organizational statistics (sales, prices, advertising, etc.) and technological know-

how provide the base of past information needed for the various forecasting methods. 

Some of the areas in which forecasting currently plays an important role are:  

1.Scheduling: Efficient use of resources requires the scheduling of production, transportation, cash, personnel, 

and so on. Forecasts of the level of demand for product, material, labour, financing, or service are an essential 

input to such scheduling.  

2. Acquiring resources: The lead time for acquiring raw materials, hiring personnel, or buying machinery and 

equipment can vary from a few days to several years. Forecasting is required to determine future resource 

requirements.  

3.Determining resource requirements: all organizations must determine what resources they want to have in the 

long-term. Such decisions depend on market opportunities, environmental factors, and the internal development 

of financial, human, product, and technological resources. These determinations all require good forecasts and 

managers who can interpret the predictions and make appropriate decisions. 

Although there are many different areas requiring forecasts, the preceding three categories are typical of the 

short-, medium-, and long-term forecasting requirements of today’s organizations. 

 

An overview of Forecasting Techniques: 

Forecasting situations vary widely in their time horizons, factors determining actual outcomes, types of data 

patterns, and many other aspects. To deal with such diverse applications, several techniques have been 

developed. These fall into two major categories: quantitative and qualitative methods. 

QUANTITATIVE: Sufficient quantitative information is available.  

• Time series: Predicting the continuation of historical patterns such as the growth in sales or gross 

national product.  

• Explanatory: Understanding how explanatory variables such as prices and advertising affect sales.  

Quantitative forecasting can be applied when three conditions quantitative exist: forecasting. 

1. Information about the past is available. 

2. This information can be quantified in the form of numerical        data. 

3. It can be assumed that some aspects of the past pattern will continue in future. 

QUALITATIVE: Little or no quantitative information is available, but sufficient qualitative knowledge exists. 

• Predicting the speed of telecommunications around the year 2020.  

• Forecasting how a large increase in oil prices will affect the consumption of oil.  

Qualitative forecasting methods, on the other hand, do not require forecasting data in the same manner as 

quantitative forecasting methods. The inputs required depend on the specific method and are mainly the product 

of judgment and accumulated knowledge. Qualitative approaches often require inputs from a number of 

specially trained people. 

UNPREDICTABLE: Little or no information is available.  

• Predicting the effects of interplanetary travel.  

• Predicting the discovery of a new, very cheap form of energy that produces no pollution. 

 

The basic steps in a forecasting task: 

1. Problem Definition 

2. Gathering Information 

3. Preliminary (exploratory) analysis 

4. Choosing and fitting models 
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5. Using and evaluating a forecasting model 

 

Review of modelling process: 

Almost all the review offers their own classifications of the numerous methods which have been 

advanced for reading and predicting energy expenses. Some of them are better, some are worse, but all have 

many stuffs in commonplace. Without lack of generality, we take the category of Weron (2006) as a place to 

begin, with six business of models. We then modify it through combining the first two organizations into one 

large elegance (due to the decreasing popularity of manufacturing- price models and the increasing use of 

simulation models. Error! Reference source not found. shows the different modelling approaches. 

 

 
Figure 1: Taxonomy of electricity Price Forecasting approaches 

 

 Multi-agent (multi-agent simulation, equilibrium, game theoretic) models, which simulate the 

operation of a system of heterogeneous agents (generating units, companies) interacting with each other, and 

build the price process by matching the demand and supply in the market. 

 Fundamental (structural) methods, which describe the price dynamics by modelling the impacts of 

important physical and economic factors on the price of electricity. 

 Reduced-form (quantitative, stochastic) models, which characterize the statistical properties of 

electricity prices over time, with the ultimate objective of derivatives evaluation and risk management. 

 Statistical (econometric, technical analysis) approaches, which are either direct applications of the 

statistical techniques of load forecasting or power market implementations of econometric models. 

 Computational intelligence (artificial intelligence-based, non-parametric, non-linear statistical) 

techniques, which combine elements of learning, evolution, and fuzziness to create approaches that are capable 

of adapting to complex dynamic systems, and may be regarded as ‘intelligent’ in this sense. 

 

Load Forecasting Procedure: 

Load forecasting is divided into three types depending on the forecasting horizon: short-term load forecasting 

(STLF), medium-term load forecasting (MTLF) and long-term load forecasting (LTLF) 

Short Term Forecast - Short time forecasting is done for day-to-day operation, to ensure generation capacity 

for a week, and for maintaining the required spinning reserve. Hence it is usually done 24 hours ahead of when 

the weather forecast for the following day because available from the meteorological office. Application of short 

time load forecasting STF are  

 To meet the short-term demand with the most economic commitment of generation sources. 

 To access the power system security based on the information available to the dispatches to prepare the 

necessary corrective action. 

Medium-term Forecast - This forecasting is done for 5 to 6 years and play a major role while planning the size 

of a power plant and construction and installation of the equipment in power plants, Applications of medium-

term load forecasting MTLF 

 For the estimation of fuel (Coal, diesel, water etc) 

 For the estimation of peak power & energy requirement for each month of the coming year. 

Long-term forecast - Long-term forecast may extend over a period of 20 years or even more and in advance, in 

order to facilitate various plan like, the preparation of maintenance schedule of the generating units, plan for 

future expansion of the generating capacity enter into agreements for energy interchange with neighbouring 

utilities. 

 

 

https://www.sciencedirect.com/topics/economics-econometrics-and-finance/econometric-model
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II. METHODOLOGY: 
Data Gathering: 

The Global Energy Forecasting Competition (GEFCom2012) attracted hundreds of participants 

worldwide, who contributed many novel ideas to the energy forecasting field. This paper introduces both tracks 

of GEFCom2012, hierarchical load forecasting, with details on the aspects of the problem and the data. The 

historical data collected for 3 years for all the twelve months. The parameters found in this dataset are as 

follows: zone_id, Year, Month (mentioned as 1 to 12), Day (mentioned as 1 to 7), Load in megawatts (MW) for 

hourly daily. Figure 2 shows a sample of a day datasheet. 

XGBoost: 

XGBoost, or Extreme Gradient Boosting, is a scalable, distributed gradient-boosted decision tree (GBDT) 

machine learning library. It is designed to handle large datasets and is widely used for regression, classification, 

and ranking problems. XGBoost is built upon several machine learning concepts and algorithms, including 

supervised machine learning, decision trees, ensemble learning, and gradient boosting. 

XGBoost is a classification algorithm widely used in machine learning for its speed, efficiency, and 

performance on large datasets. It is an open-source library that excels in training and testing models on 

substantial data volumes, making it popular across various domains. XGBoost implements gradient boosting 

decision trees, offering features like regularization to prevent overfitting, handling of missing values, and 

parallel learning capabilities for scalability. 

This algorithm has gained significant attention for its computational efficiency, feature importance 

analysis, and ability to handle real-world data effectively without extensive preprocessing. XGBoost's popularity 

stems from its speed, accuracy, and versatility in tasks such as regression, classification, and ranking. 

Supervised machine learning involves training a model to find patterns in a dataset with labels and 

features, which can then be used to predict labels on new data. Decision trees are a type of machine learning 

algorithm that create a tree-like model to make predictions. Ensemble learning combines multiple models to 

improve accuracy, while gradient boosting is a technique that creates a series of models and combines them to 

create an overall model that is more accurate than any individual model. XGBoost includes features like 

parallelization, regularization, non-linearity, and cross-validation to enhance its performance and generalization 

capabilities. It can be parallelized to train with multiple CPU cores, includes different regularization penalties to 

avoid overfitting, can detect and learn from non-linear data patterns, and comes with built-in cross-validation for 

model evaluation. Additionally, XGBoost is scalable and can run distributed thanks to distributed servers and 

clusters like Hadoop and Spark, allowing it to process enormous amounts of data. 

 

XGBoost Benefits and Attributes: 

1. High accuracy: XGBoost is known for its accuracy and has been shown to outperform other machine 

learning algorithms in many predictive modeling tasks. 

2. Scalability: It is highly scalable and can handle large datasets with millions of rows and columns. 

3. Efficiency: It is designed to be computationally efficient and can quickly train models on large 

datasets. 

4. Flexibility: It supports a variety of data types and objectives, including regression, classification, and 

ranking problems. 

5. Regularization: It incorporates regularization techniques to avoid overfitting and improve 

generalization performance. 

6. Interpretability: It provides feature importance scores that can help users understand which features are 

most important for making predictions. 

7. Open-source: XGBoost is an open-source library that is widely used and supported by the data science 

community. 

 

 

Figure 1: Spreadsheet of the Load data taken from GEFC 
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Methodological and technical aspects related to the XGBoost method: 

XGBoost (Extreme Gradient Boosting) is an ensemble learning method that combines the predictions from 

multiple individual models (typically decision trees) to make a final prediction. In simple mathematical terms, it 

can be represented as follows: 

Let’s consider a dataset with ‘n’ samples and ‘m’ features, where the input data is represented as ‘X’ and the 

corresponding target values are represented as ‘y’. 

 The base model can be represented as: 

y^i=f(xi) 

where y^i is the predicted output for sample i, and f(xi) is the prediction function. 

 The objective function for XGBoost is a sum of a loss function L and a regularization term Ω: 

 

Obj=∑i=1nL(yi,y^i)+∑k=1KΩ(fk) 

where K is the number of base learners (trees), and fk represents the prediction of the kth tree. 

 To optimize the objective function, XGBoost performs gradient boosting by iteratively adding new 

base learners (trees) to minimize the objective function. At each iteration, a new tree hk is trained to correct the 

errors made by the existing ensemble: 

y^i(t)=y^i(t−1)+hk(xi) 

where y^i(t) represents the ensemble prediction after t iterations, and k(xi) is the prediction of the new tree hk. 

 XGBoost uses a weighted sum of the predictions from all trees to make the final prediction: 

y^i=∑k=1Khk(xi) 

where y^i is the final prediction for sample i. 

In summary, XGBoost combines the predictions from multiple trees by iteratively adding new trees to minimize 

a predefined objective function, thereby improving the overall predictive performance 

 

Forecasting through this method implies running through the following stages: 

1. Data Preparation: 

Clean the dataset by handling missing values, outliers, and encoding categorical variables if necessary. 

Split the dataset into training and testing sets. 

2. Model Training: 

Initialize an XGBoost model with appropriate hyperparameters such as learning rate, maximum depth of trees, 

and number of estimators (trees). 

Train the model on the training data using gradient boosting. 

The model iteratively adds new trees to minimize the objective function, correcting errors made by the previous 

ensemble. 

3. Model Evaluation: 

Evaluate the trained model's performance on the testing set using appropriate evaluation metrics such as mean 

squared error (MSE), mean absolute error (MAE), or root mean squared error (RMSE). 

Assess the model's accuracy and generalization ability. 

4. Hyperparameter Tuning (Optional): 

Perform hyperparameter tuning using techniques such as grid search or random search to find the optimal 

combination of hyperparameters. 

This step aims to improve the model's performance further. 

5. Forecasting: 
Once the model is trained and evaluated, use it to make forecasts on new or unseen data. 

Input the relevant features of the new data into the trained model to predict the target variable. 

Generate forecasts for future time periods or events. 

 

6. Model Monitoring and Maintenance: 

Monitor the model's performance over time and retrain it periodically with updated data if necessary. 

Keep track of any changes in data patterns or underlying relationships that may affect the model's accuracy. 

By following these stages, one can effectively use XGBoost for forecasting tasks, whether it's predicting sales, 

stock prices, demand, or any other time-series data 

The fundamental hierarchical layout of the extreme gradient boosting tree model is depicted in Figure 2. 
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Figure 2: The structure of the XGBoost Algorithm 

 

The Dataset formatted and its structure is displayed from the Excel in Figure 3. 

 
Figure 3: Spread sheet interface of the Training Data set 

The basic, level wise structure of the code is shown in the Figure 4. 

 
Figure 4: Structure of the code 
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The dataset’s input format depicted in the coding is illustrated in the Figure 5. 

 
Figure 5: Input Form 

 

Assumptions when creating a tree: 

Below are some of the assumptions we make when using a tree: 

XGBoost tree creation relies on several key assumptions to construct effective ensemble models. It assumes an 

additive model structure, where predictions are the sum of individual trees. Each tree is considered a weak 

learner, meaning it performs slightly better than random guessing. Through gradient boosting, XGBoost 

iteratively improves predictions by minimizing residuals left by preceding trees. Additionally, trees are assumed 

to interact, allowing subsequent ones to correct errors and enhance overall performance. Regularization is also 

employed to control complexity, ensuring models generalize well to unseen data and avoid overfitting. These 

assumptions guide the construction and optimization of XGBoost trees, enabling them to effectively learn from 

data and make accurate predictions. 

 

How do XGBoost trees work? 

1. Initial Prediction: 

XGBoost starts with a simple prediction for all data points, usually the average of the target variable. 

2. Building the First Tree: 

The first decision tree is created to predict the discrepancies (residuals) between the initial prediction and actual 

target values. 

3. Updating Predictions: 

The predictions are updated by adding the first tree's predictions to the initial prediction. 

4. Building Subsequent Trees: 

Additional trees are built to predict the remaining residuals after previous trees' predictions are added. 

5. Adding Trees to the Ensemble: 

All trees' predictions are combined to make the final prediction, with each tree's contribution weighted based on 

performance. 

6. Regularization and Hyperparameters: 

Regularization techniques and hyperparameters are used to control tree complexity and prevent overfitting. 

7. Gradient Boosting Optimization: 

Gradient boosting optimizes the ensemble by iteratively minimizing the objective function's gradient, updating 

model parameters accordingly. 

Building a XGBoost Tree: 

 Load the dataset. It consists of 6 features, Month, Holiday, Day, Hour, Temperature, Previous Load 

and Actual Load. 

 We will take Month, Holiday, Day, Hour, Temperature and Previous Load as our independent variables 

X. Actual Load is our dependent variable y. 

 The next step is to split the dataset into training and test. 

 Perform feature scaling 

 Fit the model in the XGBoost Algorithm. 

 Make predictions 
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Figure 6:Structure of XGBoost Regression 

 

 

Input=  

 
 

Output =  

 
After utilizing XGBoost to forecast the load, the Figure 7 displays the comparison between the Actual load and 

the Predicted load. 

 
Figure 7: Comparison of Actual load and Forecasted load 
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Table 1: MSE and RMSE values 
 MSE RMSE 

XGBoost 

Algorithm 

 
0.01361 

 
0.11668 

 

For the load input range of 12000 to 22000 we got Mean Squared Error (MSE) as 0.013613360241088219 and 

the Root Mean Squared Error (RMSE) as 0.11667630539697517 as shown in Table 1Table 1. 

 

XGBoost Regression: 

XG regression, also known as Extreme Gradient Boosting Regression, is a powerful machine learning 

algorithm that belongs to the ensemble learning methods. It works by building multiple decision trees 

sequentially, where each tree corrects the errors of the previous one. This iterative process allows XG regression 

to make accurate predictions by combining the outputs of these individual trees. The key features of XG 

regression include its ability to handle complex relationships between variables, manage missing data 

effectively, and prevent overfitting through regularization techniques. It is widely used in various fields such as 

finance, healthcare, and marketing due to its high predictive accuracy and efficiency. In summary, XG 

regression is a sophisticated regression technique that leverages ensemble learning to create a robust predictive 

model by aggregating the strength of multiple decision trees in a sequential manner. 

The historical data collected for 4 years for all the twelve months. The parameters found in this dataset are as 

follows: 

Load in megawatts (MW) for hourly daily and Price in $/MWh.  Figure 8 shows a sample of a day datasheet. 

 

 
Figure 8: Spread Sheet interface of the training Data Set 

 

Problem Analysis: 
In this data, we have one independent variable Load and one dependent variable Price which we have to predict. 

In this problem, we must build a XGBoost Regression Model which will study the correlation between the Load 

and Price of the Electricity markets and predict the price for the load based on the load in a particular hour. 

 Importing libraries 

 Importing dataset 

 Splitting the dataset into the Training set and Test set 

 Training the XGBoost Regression model on the training set 

 Predicting the Results 

 

Input =  
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Output = 

 
The predicted prices can be utilized in electric markets for bidding strategies, highlighting the practical 

implications of the forecasting results on market operations and decision-making processes. 

 

III. Conclusion: 
Forecasting electricity prices is complex, in the increasingly competitive electricity markets. It is 

essential for all market participants to forecast prices one day ahead. Accurately predicting such prices makes it 

easier for energy suppliers to adjust them bidding tactics and meanwhile allows consumers to come up with a 

hedging plan themselves against high prices. The non-storability characteristics of electricity prevent using 

inventories to smooth out supply and demand shocks, which causes increased uncertainty in electricity prices. 

Therefore, the price forecast can be accurate enable electricity producers to optimally allocate their resources for 

dynamic management demand from different regions. 

The empirical findings are significant for policy makers, electricity and electricity suppliers’ generators 

and regular consumers. In particular, it can enable accurate forecasting power generators to balance the 

uncertain demand and supply from different regions, which may eventually lead to a reduction in electricity 

price variability. In addition, these the findings are important with respect to network stability and economic 

profitability market participants. Specifically, with a better understanding of the variations in electricity prices, 

network operators may be better able to avoid such large differences in the network example of fluctuating 

electricity prices. A better understanding of the exact forecasting significantly contributes to the economic 

advantages of market entities. In moreover, given the increase, these findings are of great interest to policy 

makers redirecting resources to produce clean energy. Accurate prediction This framework can enable policy 

makers to design a plan for better network integration systems and electricity prices in different regions. This 

can lead to a reduction disproportion of supply and demand and finally reducing the uncertainty of electricity 

prices. 

Because understanding and capturing price dynamics is important for electricity numerical results that 

robust prognostic methods generate showing the importance of properly designing the forecasting process, 

policy implications for market efficiency and predictability in electricity markets. However, this study only 

focused on data statistics of the electricity market and did not include important operational one’s factors such 

as the profile of electricity generation sources and seasonality. And the combined method will be interesting for 

investigating the main influencing factors electricity prices. This too represents a direction for future research. 
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