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--------------------------------------------------------ABSTRACT---------------------------------------------------------------- 

Abstract. In this paper, we use both Newton’s Interpolation and Lagrange Polynomial to create cubic 

polynomials for solving the initial value problem. By this new method, it is simple to solve linear and nonlinear 

first order ordinary differential equations and to yield and implement actual precise results.Some numerical 

examples are provided to test the performance and illustrate the efficiency of the method. 
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I. Introduction 
Many mathematical models in science and engineering fields ([3],[4],[5],[6],[7],[10],[13]) can be 

formulated in the form linear and nonlinear ordinary differential equations ([9],[12]) which need an analytical 

method ([2],[15].[17]) to solve the exact equations. However in some problems, we can obtain the exact 

solution by analytical method in [7] for example y′ = x
2
 + y

2
. Therefore the numerical method is an important 

tool to solve this kind of problems such as Euler’s method, Runge-Kutta method ([11],[14]) and Runge-Kutta-

Fehlberg method ([8],[18]). Many methods have been widely developed by a lot of researchers ([1],[11],[14] 

and [16]) to solve these problems. Some problems in form of partial differential equations can be converted to 

ordinary differential equations form ([10],[13]). In this article, we consider only the first order ordinary 

differential equations with an initial condition (initial value problems) in form: 

 

        
  

  
                                                     

(1) 

 

Where         is a known function and the value of initial conditions       are known numbers. In 2018, to 

find solutions of (1), [14] used Newton’s interpolation and three points to build a quadratic equation by 

Lagrange method. Also [11] and [16] used Newton’s interpolation and constructed a quadratic equation by 

Aitken’s method to solve the same problems. Moreover [20] gave an idea to solve these problems for combining 

Pi-card’s method and Taylor’s Series. Furthermore [21] proposed a new solving technique by improved Euler’s 

method. 

Ultimately [1] applied all techniques from [11], [14], [16], [19], [20] and [21] to approximate the solution of (1) 

and other systems of first order ordinary differential equations. The goal of this study is to estimate 

approximated solutions and relative errors by comparing the results of our new method with other methods such 

as Euler’s method and methods in [11] and [14]. 

 

II. Our proposed method 

To improve the accuracy of in [11] and [14] which are the same quadratic solutions, we combine 

Newton’s interpolation and Lagrange's method for solving (1) to create higher degree polynomial. Newton’s 

interpolation is applied to find four values   for  = 0,1,2,3 to form a cubic polynomial,                
   

     
 . This polynomial approximates solutions of (1) by using Lagrange’s method as following. 

 

2.1 Newton’s interpolation method 
 

This method uses the initial point         from (1) to estimate the values of a function from any 

intermediate values of the independent variables. The general form of the     degree polynomial that goes 
through n+1 points ((                       is written as 
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(2) 
 
Where   ,  ,  ,  , … are given by 

   =        
                                             

    a1 =    

             

             

     a2 =     

    

     

     

 

     a3 =        

 

 

 

Since y1, y2 and y3 in (4) - (6) are unknown values, we use differential values for approximation i.e   

            

    .       .  

 

For our method, we require three more values y1, y2 and y3 which are given by  

 

 y1 = a0 + a1(x1 - x0), 

 y2 = a0 + a1(x2 - x0) + a2(x2 - x0)(x2 - x1), 

 y3 = a0 + a1(x3 - x0) + a2(x3 - x0)(x3 - x1) + a3(x3 - x0)(x3-x3), 

 

where xi+1 = xi+h and the step size h is very small constant. 

 

2.2. Lagrange’s method 

 Lagrange’s method is a method to find a n
th 

degree polynomial that takes on certain values at an 

arbitrary point. We have only (x0,y0), (x1,y1),(x2,y2) and (x3,y3) to build the 3
rd 

degree polynomial equation (cubic 

function), P3(xi) =c0 + c1x +c2x
2 
+ c3x

3
  

 
 

Then we apply (10) to approximate yi = P3(xi) where i = 4,5, …8 which are solutions of (1)as shown in Figure 1 

 

 
 

2.3. Algorithm of our method 

 

# Consider IVP dy/dx = f(x,y) with initial conditions y(x0) = y0 

1. Define function f(x,y) 

y1-y0 

x1-x0 

y2-y1      y1-y0        

x2-x1      x1-x0 

x2 - x0 

y3-y2 - y2-y1       y2-y1 - y1-y0       

x3-x2 - x2-x1 x2-x1 - x1-x0   

x3-x1                   x2-x0   

       

     x3-x0 

(3) 

(4) 

(5) 

(6) 

, … . 

, 

, 

yi-yi - 1 

xi-xi -1     

     

     

≈ 
𝑑𝑦

𝑑𝑥
| 𝑥𝑖    𝑦𝑖     

(7) 

(8) 

(9) 

(10) 



Numerical Methods For Solving First Order Ordinary Differential Equations 

DOI:10.9790/1813-13045863                   www.theijes.com                           Page 60 

2. Set values of initial condition (x0, y0), number of steps (n) and steps size (h) 

3. Use Newton’s interpolation method to find (x1, y1), (x2, y2) and (x3, y3) 

4. Use Lagrange’s method to find P3(x) 

5. Set i = 4  

6. Loop while i <= n 

  yi = P3(xi) 

  xi = xi + h 

  i = i + 1 

7. Display yi as results 

 

III. Numerical results 

 We will use our method to find the numerical solutions and relative errors and compare results with 

Euler’s method, methods of [11] and [14] in the following examples. 

 

Example 1. Consider the initial value problem  

 

   
  

  
                      . 

Then take the step size h = 0.1 and use Newton’s interpolation 
   a0 = 0.0, a1 = 1.0, a2 = -0.499999, a3 = 0.166667 

and 

    y1 = 0.1, y2 = 0.19, y3 = 0.271. 

Apply (0,0), (0.1, 0.1), (0.2, 0.19) and (0.3, 0.271) to find cubic polynomial by (10). Then we obtain 

  

  P3(x) = 0.166667x
3
 - 0.549997x

2 
+ 1.053333x           

(11) 

 

In order to approximate the solutions, we substitute xi in P3(x) to get yi = P3(xi) for i = 4,5, …20 and compute  

relative error,     

 

 

 

where yxi, is exact solutions at xi, as shown in Table 1 and Figure 2.  

 

The approximate solutions are close to exact solutions where x           and relative errors when x ≥ 0.9 

highly increase as shown in Figure 2.  

 

 

 yxi - yi 

yxi 
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Example 2. Consider the initial value problem 

 

   
  

  
                      1. 

 

Then take the step size h = 0.1 and use Newton’s interpolation 

  a0 =1.0, a1 = -1.0, a2 = 0.549999, a3 = 0.149999 

and  

  y1 = 0.9, y2 = 0.811, y3 = 0.7339. 

 

Apply (0, 1.0), (0.1,0.9), (0.2, 0.811) and (0.3, 0.7339) to find cubic polynomial by (10). 

Then we obtain 

  P3(x) = 0.149999x
3
 + 0.505x

2
 - 1.052x +1    (12) 

 

In order to approximate the solutions, we substitute xi in P3(x) to get yi = P3(xi) for i =4,5,…20 in (12) and 

relative error as shown in Table 2 and Figure 3. The approximate solutions are close to exact solutions where 

          and relative errors when x ≥ 0.7 highly increase as shown in Figure 3. 
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Example 3. Consider the initial value problem 

 

   
  

  
     

                    .   

Then take the step h = 0.1 and use Newton’s interpolation 

  a0 = 1.0, a1 = -0.367879, a2 = 0.348868, a3 = -0.129608 

and  

  y1 = 0.963212, y2 = 0.933401, y3 = 0.909791. 

 

Apply (0,0.1), (0.1, 0.963212), (0.2, 0.933401) and (0.3, 0.909791) to find cubic polynomial by (10).Then we 

obtain 

     P3(x) = -0.129608x
3
 + 0.387751x

2
 - 0.405358x + 1        (13) 

 

In order to approximate the solutions, we substitute xi in P3(x) to get yi = P3(xi) for i = 4,5, …20 in(13) and 

relative error as shown in Table 3 and Figure 4. The approximate solutions are close to exact solutions where x 

          and relative error when x ≥ 0.9 highly increase as shown in Figure 4. 

 

 
IV. Conclusions 

 In this article, we studied many numerical techniques for solving initial value problems. Then we 

decided to combine the Newton’s interpolation and Lagrange’s method to construct cubic polynomials as the 

solutions of linear and non-linear of ordinary differential equations. We compared our numerical results and 

relative errors with the results of Euler’s method, methods from [11] and [14] and exact solutions. From 

example 1-3, where we compare the result in other methods, our method gives numerical approximated 

solutions which is much closer to the exact solution as shown in Table 1-3. Also our relative errors are nearly 

close to zero and much smaller that errors from [11] and [14] methods are shown in Figure 2-4. Notice that to 

compute each yi in each step of Euler’s method is so much time-consuming. Therefore, our method is much 

more accurate and simpler to find approximated solutions directly from yi = P3(xi) at any value of xi. For the 

future work, we aim to apply our method to solve other problems of first differential equations or higher order 

differential equations. 
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