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ABSTRACT

The work presented in this paper concerns with the design and implementation of adaptive Finite Impulse Response (FIR) filter using Field Programmable Gate Array (FPGA). The adaptation algorithm is accomplished by using Genetic Algorithm (GA). Genetic Algorithm has been chosen as a reliable and robust adaptation algorithm comparing with the conventional algorithms such as Least Mean Square (LMS) and Recursive Least Square (RLS). The combination of the filter structure and its adaptation algorithm based on GA, has been implemented using FPGA device. Xilinx XC6VLX760-VERTIX-6 FPGA Starter kit device is used as a target device. The Genetic Algorithm based adaptive FIR filter have been coded in VHDL (Very High Speed Integrated Circuits Hardware Description Language). The simulation results show that the steady state Mean Square Error (MSE) of the proposed 32 bit floating point representation GA based adaptive filter implemented on FPGA is 1.1861e-009 compared with a 0.0029 and 0.0015 for the LMS and RLS based adaptive filters respectively.
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I. INTRODUCTION

Employing adaptive filters overcomes the difficulties and drawbacks associated with the use of a conventional digital signal processor, or digital filters for processing data with inadequate statistics or when the statistical characteristics of the input data are known to change with time[1].

The “adaptive filter” can be defined as a system which is trying to adjust its parameters so as to respond to some criteria with the aim of meeting some well-defined goal or target which depends upon the state of the system as well as its surrounding [2]. Adaptive filter play an important role according to the following properties: first, it can work effectively in unknown environment; second, it is used to track the input signal of time-varying characteristics [3].

There are various algorithms and approaches that may be used as an adaptation algorithm depending on the requirements of the problem. However, the main approaches to the linear adaptive filter algorithms are Least Mean Squares (LMS) algorithm and Recursive Least Squares (RLS) algorithm, while the main approaches for nonlinear adaptive filter algorithm are the adaptive Volterra filter, and the Non classical Adaptive Systems such as Artificial Neural Networks (ANNs), Fuzzy Logic (FL) and Genetic Algorithms (GAs) [4].

The first two approaches are very good in locating local minima but unfortunately they are not designed to discard inferior local solutions in favor of better ones. Therefore, they tend to locate minima in the locale of the initialization point. In recent years, a variety of algorithms have been proposed for global optimization including stochastic or heuristic algorithms [5]. Recombination and mutation operations of the Genetic Algorithm will usually produce solutions that are outside this space of local optima [6].

The paper organization is as follows: Section 2 gives an overview of related work. Section 3 presents theoretical background of adaptive noise cancellation system. Section 4 gives an introduction to the Genetic Algorithm (GA). Section 5 illustrates the FPGA implementation of genetic algorithm based adaptive filter, Section 6 shows the simulation results to the design of adaptive filter using genetic algorithm optimization. Finally, Section 6 presents a conclusion from this work.

II. RELATED WORKS

For related works concern with the FPGA implementation of adaptive filters, in [7], the authors has proposed a design and implementation of high throughput adaptive digital filter using Fast Block Least Mean Squares (FBLMS) adaptive algorithm on FPGA, in [8], the Widrow-Hoff LMS algorithm is implemented on the Spartan-3- XC3S400 FPGA board for adaptive noise cancellation (ANC) system, in [9], the authors has presented the implementation of an infinite impulse response (IIR) adaptive filter with particle swarm optimization (PSO) on field programmable gate array (FPGA), and finally in [10], the design and
implementation of recursive least square (RLS) Identification Algorithm based on FPGA has been discussed. While the related works concern with the genetic algorithm based adaptive filters, in [1], the authors presents the use of the GA based adaptive (IIR) filter for system identification, in [11], An approach to (IIR) filtering based on genetic algorithms is detailed for system identification, and finally in [12], The authors have presented the results of using a genetic algorithm to adaptively modify the coefficients of an IIR filter for system identification of two-pole model.

Due to its high speed and shorter development time, FPGA will be considered in this paper for implementing of a GA based adaptive FIR filter for noise cancellation system.

1. Adaptive Noise Cancellation

The goal of this system is the cancellation of disturbing noise without affecting original sound signal. The basic system block diagram is shown in figure (1): The primary signal d(n) consists of the superposition of noise signal s(n) and the desired signal n(n). The reference signal x(n) is noise signal measured at the noise source. The output signal y(n) is an estimate of the noise signal with inverted sign. In the headphones this signal and the primary signal are superposed, so that the noise signal is cancelled. The error signal e(n) is the result of this superposition[8].

![Fig.1: Adaptive Noise Cancellation system [8].](image1)

2. Genetic algorithms (GAs): Basic Concepts

Genetic algorithms are search algorithms based on natural selection processes and reinforcement of the species. Because of their power and ease of implementation, genetic algorithms have been widely applied to combinatorial optimization problems, i.e., problems where complexity increases exponentially with the problem dimensions [13].

Genetic Algorithms (GAs) have several advantages over traditional search and optimization algorithms. These advantages stem in part from its ability to maintain simultaneously information about a variety of points in the solution space. This helps prevent the GA from being trapped at inferior local minima. Another feature of GAs is their use of building blocks in creating new solutions. This allows a GA to take advantage of high quality sub-solutions that may already be presented in existing solutions [14]. Figure (2) illustrates the local and global optima [6]. While figure (3) shows the GA cycle [15].

![Fig.2: The local and global optima [6].](image2)

![Fig.3:GA cycle [15].](image3)
In this paper, equation (1) has been used as a fitness function.

$$fitness = \sum_{i=0}^{N} [d(n) - y(n)]^2 \quad (1)$$

3. **FPGA implementation of genetic algorithm based adaptive filter**

The main reason behind the popularity of the FPGA is due to balance that FPGAs provide the designer in terms of flexibility, cost, and time-to-market [7]. In this paper we depend on Randy L. Haupt and Sue Ellen Haupt[16] to build the genetic algorithm processor (GP) of the proposed system. The FPGA-based adaptive filter using genetic algorithm (GA) is organized as a ten modules, Control module, Memory module, Random Number Generator module, Sort fitness module, Selection module, Crossover module, Mutation module, Fitness Evaluation module, Floating point Multiplication module, and Floating point Adder module. The architecture of proposed system is shown in figure (4).

![Fig. 4: The architecture of proposed system.](image)

In this paper, the genetic algorithm based adaptive filter has the following parameters as illustrated in table (1):

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Floating-point format</td>
<td>IEEE single precision format</td>
</tr>
<tr>
<td>Adaptive filter length (Nvar)</td>
<td>5 taps</td>
</tr>
<tr>
<td>GA population size (Npop)</td>
<td>16</td>
</tr>
<tr>
<td>No. of bits in a gene (Ngene)</td>
<td>32 bit</td>
</tr>
<tr>
<td>Chromosome length (Nchrom)</td>
<td>Nvar * Ngene = 160 bit</td>
</tr>
<tr>
<td>No. of generations</td>
<td>15</td>
</tr>
<tr>
<td>Crossover operator</td>
<td>Single point crossover</td>
</tr>
<tr>
<td>Selection type</td>
<td>Tournament selection</td>
</tr>
<tr>
<td>Selection rate (Xrate)</td>
<td>0.5</td>
</tr>
<tr>
<td>Mutation rate (µ)</td>
<td>0.025</td>
</tr>
</tbody>
</table>

3.1. **Memory Module**

The GA starts with a group of chromosomes known as the population. The population has $N_{pop}$ chromosomes and is an $N_{pop} \times N_{bits}$ matrix filled with random ones and zeros[16]. The memory module is responsible for:

- Randomly generate an $N_{pop} \times N_{bits}$ matrix of initial population and store the initial population.
- Store the best chromosome (best set of coefficients) of the previous sample to use it as a base to generate the initial population of the current sample.

3.2. **Fitness Evaluation Module**

After the memory module generate the initial population, the Fitness Evaluation Module is responsible for:

- Calculate the adaptive filter output $y(n)$ for each individual in the population such that:
  $$y(n) = w^T(n)x(n) \quad (2)$$
  Where $w^T(n)$ represent the coefficients( one individual of the population ) of the adaptive filter and $x(n)$ represent the noise input signal at sample $n$.
- Calculate the adaptive filter output error $e(n)$ for each individual in the population such that:

![image]
\[ e(n) = d(n) - y(n) \]  
(3)

Where \( d(n) \) represent the desired input signal at sample \( n \).

- Calculate the fitness for each individual in the population such that

\[
\text{fitness} = \frac{1}{N} \sum_{n=1}^{N} e(n)^2
\]

(4)

3.3. Floating point Multiply and adder Modules

While the floating-point arithmetic has been used, a Floating point Multiplication Module and a floating point adder module have been building.

3.4. Sort Module

The Sort Module is responsible for ranking the fitness array and associated with the population array, the filter output array and the error output array from lowest fitness to the highest fitness. The sort algorithm that has been used in this work called the selection sort algorithm.

3.5. Selection Module

The selection module receives the ranked fitness array from the sort module. Then only the best are selected to continue, while the rest are deleted.

The selection rate (\( X_{\text{rate}} = 0.5 \)) is the fraction of \( N_{\text{pop}} \) that survives for the next step of mating. The number of chromosomes that are kept each generation is [16]:

\[ N_{\text{keep}} = X_{\text{rate}} \times N_{\text{pop}} \]

(5)

Of the \( N_{\text{pop}} \) chromosomes in a generation, only the top \( N_{\text{pop}} - N_{\text{keep}} \) are discarded to make room for the new offspring. Now it is time to select two chromosomes from the mating pool of \( N_{\text{keep}} \) chromosomes to produce two new offspring. Paring takes place in the mating population until \( N_{\text{pop}} - N_{\text{keep}} \) offspring are born to replace the discarded chromosomes.

In this paper, the Tournament selection method has been used to select two chromosomes from the mating pool of \( N_{\text{keep}} \) chromosomes to produce two new offspring. The tournament selection method randomly picks a small subset of chromosomes (the tournament size) from the mating pool, and the chromosome with the lowest cost (fitness) in this subset becomes a parent. The tournament repeats for every parent needed.

3.6. Crossover Module

The two chromosomes from the selection module now used as inputs to the crossover module. A one point crossover is randomly selected between the first and last bits of the parent’s chromosomes. First, \( \text{parent}_1 \) passes its binary code to the left of that crossover point to \( \text{offspring}_1 \). In a like manner, \( \text{parent}_2 \) passes its binary code to the left of the same crossover point to \( \text{offspring}_2 \). Next, the binary code to the right of the crossover point of \( \text{parent}_1 \) goes to \( \text{offspring}_2 \) and \( \text{parent}_2 \) passes its code to \( \text{offspring}_1 \). Figure (5) illustrates the crossover process.

![Crossover Process](image)

Fig.5: Two parents mate to produce two offspring [16].

The offspring are placed into the population. Consequently the offspring contain portions of the binary codes of both parents. The parents have produced a total of \( N_{\text{pop}} - N_{\text{keep}} \) offspring, so the chromosome population is now back to \( N_{\text{pop}} \).[16]

3.7. Mutation Module

A single point mutation changes a 1 to a 0, and vice versa. Mutation points are randomly selected from the \( N_{\text{pop}} \) * \( N_{\text{bits}} \) population matrix. In this paper, a mutation rate (\( \mu \)) of 0.025 has been used. In this case the number of mutations is given by [16]:

\[
\text{#mutations} = \mu \times (N_{\text{pop}} - 1) \times N_{\text{bits}}
\]

(6)

Thus a random number generator creates (#mutations) pairs of random integers that correspond to the rows and columns of the mutated bits [16].

3.8. Random Number Generator Module

The random number generator (RNG) module is used with four of the major modules of the Genetic Processor (GP).

- Firstly, with the memory module during the initial population creation phase to create a diverse initial population.
• Secondly, during the selection phase to select random individuals for crossover and mutation operations.
• Thirdly, during the crossover phase to select a random crossover point.
• Fourthly, during the mutation phase to select random bits for flipping from 0 to 1 or vice versa.

The random number generator (RNG) module has been implemented using linear shift register (LSHR) based random number generator. This kind of generator is easy to implement and produce fairly good pseudo-randomness [17]. The block diagram of the LFSR is shown in Figure (6).

![Fig. 6: Linear feedback shift register RNG [13].](image)

**3.9. Control Module**

The control module is the main synchronization or the controlling unit. It is modeled as a finite state machine (FSM). All other modules interact and exchange information only through the control unit only. Figure (7) illustrates the Finite State Machine (FSM) of the control module.

![Fig. 7: Control Module.](image)

**III. RESULTS**

The signals used in the verification of the workability of the genetic algorithm based adaptive filter are a speech signal with amplitude of normalized value in the range between +1 and -1. The noise signal is a Gaussian noise with mean 0 and variance of 0.1. A five tap FIR filter has been used to simulate the unknown noise path in the Acoustic Environment. By using HDL Co-simulation block provided in Simulink library of the MATLAB (2010), a Co-simulation between MATLAB or Simulink and a Hardware Description Language (HDL) simulator has been setup. Figure (8) represents the design summery of the proposed system. Figure (9) illustrates the Co-simulation between Simulink and ModelSim while figure (10) represents the genetic algorithm based adaptive filter simulation result. The $MSE$ of the GA based Adaptive Filter compared with the $MSE$ of the LMS and RLS adaptive filters are shown in figure (11).

![Fig 8: Thesynthesized logic utilization Design summery of the genetic algorithm (GA) based adaptive filter.](image)
IV. CONCLUSION

With problems that are not convex, have several local minima, the GA offers the advantages of global optimization in addition the GA does that in a fraction of the number of evaluations required to obtain the solution. Adaptive filters has already implemented on FPGA devices [7], [8], [9], and [10] but, not to GA based adaptive filters, this is in contrast to [1], [11], and [12], where the GA has applied to adaptive filters, but, didn’t implemented on FPGA device. In this paper, the GA based adaptive noise cancelation (ANC) system has been implemented on XC6VLX760-VERTEX-6 FPGA device. As seen from the simulation results, the proposed method is able to design adaptive filters and improved design has been achieved. From figure (10), it has been shown that the error between the original signal and the filtered signal using 32 bit floating point representation varied between 3.8552e-004 and -5.3549e-004 while from figure (11), it has been shown that the steady state $MSE$ of the proposed 32 bit floating point representation GA based adaptive filter implemented on FPGA is 1.1861e-009 compared with a 0.0029 and 0.0015 for the LMS and RLS based adaptive filters respectively.
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